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Background

Fast Fourier Transform is a useful CulTY PERPORIAN

tool in many high performance % ______
computing applications o U Onty

FFT computation has high 0 I '

parallelism ) |

Utilize parallel architecture: GPUs, -

NVIDIA CUDA y

State of the art: NVIDIA CUDA Fast .

Fourier Transform library (cuFFT) e i



Motivation

Tensor cores in new Volta GPU
architecture

Deliver up to 125 Tensor TFLOPS e (e o Cu

Co,z c0,3
Speedup FFT calculation if fully D = |BSET | | R
utilized

3 2 ! 3 ). ). CJ.D c3.1 c3 2 c3,3
FP16 or FP32 FP16 FP16 FP16 or FP32




Motivation

cuFFT has yet to utilize tensor cores due to
accuracy limitations

exponent fraction
Half precision number: sign (5 bit) (10 bit)
o 65504 (max half precision) | |
° 6.10352 x 10~ (minimum positive normal)
o 1.0009765625 (next smallest float after 1)
The narrow dynamic range does not satisfy the 105 1% %)

requirements of scientific applications



Motivation

Mixed-precision approach in computational physics
o Single precision calculation is faster than double

o Mix 32-bit and 64-bit arithmetic for acceleration
o Design algorithm to maintain 64-bit accuracy

Favorable properties of FFT
o Linearity: Straightforward splitting and combination

o Numerical stability: preserve norm, avoid error propagation



Methodology - FFT

Every signal can be broken down into signals of different frequencies

The Discrete Fourier transform converts a time domain signal to a frequency
domain signal:

X(K) =3 x(n)- A5
n=0

Inverse:

x(n) = %2){(@ Az



Methodology - FFT

X(k) =3 x(n)- s

It can be expressed as matrix multiplication:

X[0] I l I x[0]
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Methodology — FFT ..

N2 point FFTs

N v

> —>

N1 N1

Length N vector is splitinto N2 indivdual N1-length FFTs
a matrix of size N1 * N2 are taken
Then transposed




Methodology — FFT ..

N1 is chosen to be 4, as 4*4 Fourier matrix is accurately representable in

FP16
1 1 1 1]
1 1
1 1 1 17 Foew =1, | | _
Foo -J -1 1 0 -1 0 |
1 -1 1 -1
_1 J _]_ _J} 0 0 0 O
0 1 0 -1
Fiimag =
#mag o 0 0 0
0 -1 0 1 |




Methodology - Splitting

Matrix multiplication is needed in:
o The base case of recursion

o The N1-point FFT

We split the FP32 input before multiplication

And carry out matrix multiplication in FBY)s X4 ()+FXilo ()

Rescale the results and combine them together



Implementation

We implemented the twiddle multiplication, transpose, splitting, and
combine kernels using CUDA to utilize parallel hardware

The splitting factor is dynamically determined

alj=max—+ [xli] | mﬂ ______________ n
Ll =max—i [x LiJ | E
The multiplication is performed by calling cuBLAS API

Batch execution is supported by handling each input independently and in
parallel



Implementation

The classical 4-step algorithm requires 3 matrix transpose at every level

We employ the transpose property to avoid 2 of them
(FXITYIT =X-FIT
Note that Fourier matrix is symmetric for N=4

We adapted the transpose and combine kernel, and change the order of
operands in matrix multiplication



Experimental Results
The dynamic splitting method

preserves high accuracy over a

: : [-107, 107] 14.6843805313 0.0000568428
wide range of inputs
[-10°¢, 10°¢9] 0.5265535712 0.0000029240
[-103, 109 0.0126493834 0.0000029515
[-1.0, 1.0] 0.0126134995 0.0000029261
[-102, 107 0.0125578260 0.0000029014
[-104, 104] N/A 0.0000028950
[-10'0, 1010] N/A 0.0000030171

Table1. Relative error of half-precision cuFFT and our
implementation at different input data ranges.



Experimental Results

Compared with matrix

. GEMM
mu.ltl.phcatlon, the.tlm.e spent on =t
splitting and combine is not
significant.

Time(us)

41 42 43 44 43 40 47 48
Input Size
Figurel. Execution time breakdown at different
input sizes. The matrix multiplication (by calling
cublasGemmStridedBatchedEx) consumes
around 90% of total fime.



Performance Analysis

Fig. 1. Accuracy of half-precision cuFFT and our implementation.



Performance Analysis

Average Time for Average Time for 32-

Mixed Precision FFT bit FFT
2.788934 ms 6.334454 ms

lime (ms)

a1 anl an3 ang ans 4%6 any -

Fig 3. Average execution time of FFT with growing input sizes



Ongoing work

Currently we are trying to overcome the glitch that only allows input sizes less
than 64 kilobits. We expect to see an increased speed of execution with larger

input sizes

Using the 3M Method and other techniques for further optimization

Input-aware auto-tuning splitting algorithm for ill-conditioned inputs may
further improve execution speed and accuracy



Conclusions

Dynamic splitting method performs matrix multiplication in half precision.

Utilizes the tensor cores and efficiently computes fast Fourier transform.

Effectively emulates single precision calculation, and produces highly accurate
results from a variety of inputs.
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